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Abstract: Evolutionary algorithms are optimization methods which basic idea lies in biological evolution. They suit well for large and complex optimization problems. In this study, genetic algorithms and differential evolution are used for identifying the parameters of the nonlinear fuel cell model. Different versions of the algorithms are used to compare the methods and their available operators. The problem with the studied algorithms is the parameters that regulate the development of the population. In this report, some suitable methodology is proposed for defining appropriate tuning parameters for the used algorithms. The results show that the used methods suit well for nonlinear parameter identification but that differential evolution performs a bit better on average. The results also show that the studied identification problem has a lot of local minima that are very close to each other and thus the optimization problem is very challenging.
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1 INTRODUCTION

Evolutionary algorithms are an interesting subgroup of search and optimization methods which have become more popular with improved computer technology. The basic idea of evolutionary algorithms lies in biological evolution which has shown its competence during millions of years. Evolutionary algorithms suit particularly well for large and complex optimization problems. They are typically based on the population of possible solutions which is then evolved to better solutions to find the optimal one. The evolution of the population is regulated by operators derived from the nature. Typical operators are selection, crossover and mutation. The possible solutions are assessed through an objective function. The better solutions have higher probability to reproduce and thus their properties are enriched in the later generations. (Sarker et al. 2003)

Numerical methods, such as gradient methods, are typically used in parameter identification. These methods typically search near the initial guess and thus are prone to get trapped into local optima. In such a case, the optimal parameter values are not found and the model performance deteriorates. It is possible to try multiple initial guesses and then select the best solution or to use other methods such as evolutionary algorithms. (Ikonen and Najim 2002)

Evolutionary algorithms are more likely to find the global optimum than the traditional algorithms. That is because the evolutionary algorithms search the optimum from multiple directions simultaneously and they also allow (in some cases) the search to proceed to a direction leading to worse solutions. Thus evolutionary algorithms are likely to escape from local optima. Another benefit of evolutionary algorithms is that they do not require prior knowledge about the optimization problem. (Storn and Price 1997; Chipperfield 1997)

The downside of evolutionary algorithms is that it is never certain that the search converges to the global optimum. Thus, one possibility is to use evolutionary algorithms in finding promising regions in the search space and then continue with traditional methods. For such tasks, different kinds of hybrid algorithms have been proposed. For example, Wolf and Moros (1997) used genetic algorithms to find the initial guesses for a Nelder-Mead optimization routine. Katare et al. (2004) used genetic algorithms similarly except that they used a modified Levenberg-Marquardt optimization method. A third type of hybrid algorithm is presented in Mo et al. (2006). They use the Nelder-Mead search as a part of their objective function. In other words, each population member serves as an initial guess for the Nelder-Mead search.

In this study, two popular methods, genetic algorithms and differential evolution, are used for identifying a nonlinear process model. The used model is built for a PEM fuel cell. In a PEM fuel cell, electrodes are separated by a solid polymer-electrolyte-membrane structure through which only protons can permeate. The behaviour of the fuel cell is influenced by the prevailing conditions such as temperature and pressure.
2 FUEL CELLS

Clean energy production has become very topical due to environmental problems such as acid rains, CO\textsubscript{2} emissions and reduction of air quality. One of the most promising alternatives to overcome these problems is fuel cells which convert chemical energy to electricity. PEM fuel cells (polymer electrolyte membrane) include an anode and a cathode together with a membrane separating them. The structure of a PEM fuel cell is shown in Figure 1. The membrane allows only protons to permeate it. In its simplest form, the fuel cell uses only hydrogen and oxygen even though the latter one can also be substituted with air. Hydrogen gas is fed to the anode where it is oxidized according to (1). The released electrons are transported to the cathode through a conducting element as shown in Figure 1. H\textsuperscript{+}-ions migrate through the membrane and also end up in the cathode where they are reduced according to (2). For the reduction reaction, oxygen is provided to the cathode. When hydrogen and oxygen react only water is produced. The oxidation and reduction reactions together with the overall reaction are given in Table 1. (Mo et al. 2006)

![Figure 1. The structure of a PEM fuel cell. (Mo et al. 2006)](image)

<table>
<thead>
<tr>
<th>Table 1. Chemical reactions occurring in a PEM fuel cell.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oxidation of H\textsubscript{2} (anode) 2H\textsubscript{2} → 4H\textsuperscript{+} + 4e\textsuperscript{-}</td>
</tr>
<tr>
<td>Reduction of H\textsuperscript{+} (cathode) O\textsubscript{2} + 4H\textsuperscript{+} + 4e\textsuperscript{-} → 2H\textsubscript{2}O</td>
</tr>
<tr>
<td>Overall reaction 2H\textsubscript{2} + O\textsubscript{2} → 2H\textsubscript{2}O</td>
</tr>
</tbody>
</table>

The models proposed for PEM fuel cells typically include mass and energy balances combined with the electrochemical part describing the relation between the outlet voltage...
and current. Mass and energy balances are not described in more detail because only the electrochemical part is studied here. The same has been done earlier in Ohenoja & Leiviskä (2010).

The internal potential of the fuel cell \((E_{\text{cell}} [\text{V}])\) is the theoretical maximum outlet voltage obtained from the fuel cell in thermodynamic equilibrium and with no external load. It can be calculated from the Nernst equation given by (Corrêa et al. 2004)

\[
E_{\text{cell}} = E_{\text{nernst}} = \frac{\Delta G}{2F} + \frac{\Delta S(T - T_{\text{ref}})}{2F} + \frac{RT}{2F} \left[ \ln(p_{H_2}) + \frac{1}{2} \ln(p_{O_2}) \right].
\] (4)

Above, \(\Delta G\) and \(\Delta S\) [J/mol] are the changes in the free Gibb’s energy and entropy, \(T\) and \(T_{\text{ref}}\) [K] are the operating and reference temperatures, \(p_{H_2}\) and \(p_{O_2}\) [atm] are the fugacities (effective partial pressures) of hydrogen and oxygen, \(F (= 96487\ \text{C/mol})\) is the Faraday constant and \(R (= 8.314\ \text{J/mol K})\) is the ideal gas constant. Applying the numerical values for \(\Delta G, \Delta S\) and \(T_{\text{ref}}\) in the standard temperature and pressure (4) becomes (Corrêa et al. 2004)

\[
E_{\text{cell}} = 1.229 - 0.85 \cdot 10^{-3}(T - 298.15) + 4.31 \cdot 10^{-5}T \left[ \ln(p_{H_2}) + \frac{1}{2} \ln(p_{O_2}) \right].
\] (5)

When pure hydrogen and oxygen are utilized in the fuel cell, the fugacities are (Mo et al. 2006)

\[
p_{O_2} = \frac{p_a - RH_c p_{H_2,o}^{\text{sat}}}{1 + 3.7619 \exp(0.291(i/A)T^{-0.8322})}\ \text{and}
\]

\[
p_{H_2} = 0.5RH_a p_{H_2,o}^{\text{sat}} \left[ \frac{RH_a p_{H_2,o}^{\text{sat}}}{p_a} \exp(1.635(i/A)T^{-1.334}) \right]^{-1} - 1.
\] (7)

In (6) and (7), \(RH_a\) and \(RH_c\) are the relative humidities of vapour and \(p_a\) and \(p_c\) [atm] are the inlet pressures in the anode and cathode. \(T\) [K] is the cell temperature, \(i\) [A] is the cell current and \(A\) is the effective electrode area [cm²]. The saturation pressure of water vapour \((p_{H_2,o}^{\text{sat}})\) depends on the cell temperature and is given by (Mo et al. 2006)

\[
\log_{10}(p_{H_2,o}^{\text{sat}}) = 2.95 \cdot 10^{-2}(T - 273.15) - 9.18 \cdot 10^{-5} (T - 273.15)^2 +
1.44 \cdot 10^{-7}(T - 273.15)^3 - 2.18
\] (8)

The theoretical maximum outlet voltage is not obtained from the fuel cell due to the voltage losses of various natures. In Wang et al. (2005), three components describing the voltage losses are used. Namely these are the activation overpotential \(V_{\text{act}}\) [V], the ohmic voltage drop \(V_{\text{ohmic}}\) [V] and the concentration overpotential due to the mass transfer limitations \(V_{\text{con}}\) [V]. Now, the outlet voltage of the fuel cell is
\[ V_{\text{cell}} = E_{\text{cell}} - V_{\text{act}} - V_{\text{ohmic}} - V_{\text{con}}. \]  

(9)

The activation overpotential is caused by the phenomena occurring in the electrodes, especially in the cathode. It is significant especially with small currents. The activation overpotential can be calculated from (Mann et al. 2000)

\[ V_{\text{act}} = -[\xi_1 + \xi_2 T + \xi_3 T \ln(i) + \xi_4 T \ln(c^*_o)]. \]  

(10)

Above, \( \xi_j \) are empirical coefficients and \( c^*_o \) [mol/cm\(^2\)] is the dissolved oxygen concentration at the cathode/membrane interface. The dissolved oxygen concentration can be assessed based on the Henry's law to be (Mo et al. 2006)

\[ c^*_o = \frac{p_o}{5.08 \cdot 10^6} \exp\left(\frac{498}{T}\right). \]  

(11)

The ohmic voltage drop includes the resistances due to the fuel cell structure. Such resistances are, for example, the resistance to electron and proton transfer in the electrodes and the membrane. The ohmic voltage drop is almost linearly dependent to the current and is given by (Corrêa et al. 2004)

\[ V_{\text{ohm}} = i(R_m + R_c). \]  

(12)

Above, \( R_m [\Omega] \) is the resistance of the membrane and \( R_c [\Omega] \) is the overall resistance to electron transfer in the fuel cell. The resistance of the membrane is a function of the membrane thickness (\( l_m [\text{cm}] \)) and the cell active area given by (Mann et al. 2000)

\[ R_m = \frac{r_m l_m}{A}, \]  

(13)

where \( r_m [\Omega \cdot \text{cm}] \) is the resistivity of the membrane. Furthermore, Mann et al. (2000) define the membrane resistivity as

\[ r_m = \left[ 181.6\left[ 1 + 0.03i + 0.062\left(\frac{T}{303}\right)\left(\frac{i}{A}\right)\right]^{2.5} - 0.0634 - 3\left(\frac{i}{A}\right) \exp\left[4.18\left(\frac{T - 303}{T}\right)\right] \right], \]  

(14)

where \( \lambda \) is an empirical coefficient. Mass transfer limits the rate at which hydrogen and oxygen are supplied to the electrodes and thus defines the maximum outlet current density (\( I_{\text{max}} [\text{A/cm}^2] \)). Typical values for \( I_{\text{max}} \) in PEM fuel cells range from 500 to 1500 mA/cm\(^2\) (Corrêa et al. 2004). The voltage drop due to the mass transfer is defined by (Mo et al. 2006)
\[ V_{con} = -b \ln \left( 1 - \frac{I}{I_{\text{max}}} \right). \]  \hfill (15)

Above, \( b \) [V] is an empirical coefficient and \( I \) [A/cm\(^2\)] is the cell current density. Equations (4)-(15) can be used to express the relationship between the outlet current and voltage of the fuel cell. Figure 2 presents a typical current-voltage curve (polarization curve) of a fuel cell operating at 70 °C and standard pressure. The figure shows that even with no external load the theoretical maximum voltage is not reached. Furthermore, very low current densities lead to the cell voltage experiencing a significant voltage drop which then settles to a gentler and almost linear drop with increasing current densities. The voltage drop then increases again with higher values of current density. (Larminie and Dicks 2003)

**Figure 2.** A typical current-voltage curve for a fuel cell operating at low temperature and standard pressure. (Larminie and Dicks 2003)
3 GENETIC ALGORITHMS

Genetic algorithms are a class of robust evolutionary optimization methods suitable for various types of optimization problems. The basic idea is derived from biological evolution. During the development of genetic algorithms, new features inspired by the nature are added even though the significance of the features is not clear. It has been thought that if evolution has favoured certain feature in nature that feature must be advantageous. For example, crossing methods have been generated and selected based on this. (Goldberg 1989)

Genetic algorithms are rather easy to use but still their problem is the great number of parameters influencing the performance of the algorithm. Such parameters are, for example, crossing and mutation probabilities, rate of elitism and population size. In order to make the algorithm work properly, all these parameters must be set to appropriate values. (Katare et al. 2004)

Typically, genetic algorithms are based on three operations: selection, crossover and mutation. A flow chart of a typical genetic algorithm is given in Figure 3. As shown in the figure, the algorithm is iterative generating a population after population as long as the termination criterion is satisfied.

![Flowchart of a genetic algorithm](image)

Figure 3. A flow chart of a genetic algorithm.

3.1 Binary vs. real-valued coding

The early applications of genetic algorithms used binary coded chromosomes. The binary strings were decoded and then converted to real-valued parameters in order to evaluate the fitness of the chromosomes. The conversion from binary to real values obviously increases the computational cost and thus it becomes computationally very expensive when the optimization problem is large and requires high accuracy (Michalewicz 1996). Binary coding also limits the accuracy of the solution depending on the number of bits used for representing each parameter. Problems with binary coding may also arise because changing one bit may lead to great changes in the parameter value due to the conversion from binary to real value. Generally, real-valued genetic algorithms suit better for real engineering problems than binary algorithms (Chang 2007).
3.2 Selection

In selection, chromosomes are selected from the population to act as parents in crossing. The principle in genetic algorithms is to give higher probability to better chromosomes to act as parents and thus produce offspring. If the roulette wheel selection is applied, the probability to be selected is directly proportional to the fitness of the chromosome. Even the worst chromosome may be selected even though the probability of this is quite low. In roulette wheel selection, the cumulative fitness of the chromosomes is calculated and a random number between zero and the sum of fitnesses is created. The chromosome corresponding to the cumulative fitness exceeding the random number is selected. (Davis 1991)

In tournament selection, a certain number of candidate chromosomes is selected randomly from the population. Among these, the one having the highest fitness is selected. The same is repeated as long as the needed number of parents is selected. The tournament selection allows weaker chromosomes to be selected only if they attend a tournament with even weaker other candidates. The very worst chromosome, however, can never be selected. (Fogel 2000)

The selection method affects the overall efficiency of the algorithm. Selecting mainly the better chromosomes makes the algorithm converge faster. Sometimes the convergence is even too fast. When weaker chromosomes are also selected the rate of convergence is slower but the search space is better covered. (Michalewicz 1996)

3.3 Crossover

Crossover is an essential operator in genetic algorithms which combines some desired properties of chromosomes. It is possible that moderate chromosomes include very good values for some parameters. Thus combining these good values of several chromosomes leads to better chromosomes. Crossover rate is typically regulated by defining a crossover probability. This means that not all the selected parents are crossed but some are placed directly into the new population. (Goldberg 1989)

In the following, some common crossover techniques are presented. Besides the ones presented here even more techniques have been proposed in the literature. More methods can be found, for example, in Deep and Thakur (2007a) and Sorsa et al. (2008).

3.3.1 Point and uniform crossover

In one-point crossover, a random point is selected beyond which the chromosome segments are switched to produce two offspring. The closer the good segments are to each other the easier they end up in the same offspring. One-point crossover is not able to combine good parameter combinations if they are located further away from each other in chromosomes. In such cases, two-point crossover can be used. (Davis 1991)
In uniform crossover, two parents are used to create two offspring. Offspring are created in such a way that each of the parameters are taken randomly from the parents. With uniform crossover, the orientation of the parameters does not affect the offspring which was the case with one-point crossover. However, uniform crossover may destroy previously found good combinations. (Davis 1991)

3.3.2 Arithmetic crossover

The crossover methods presented previously move the parameters unchanged from parents to offspring. Such methods are not necessarily the most suitable for real-value coded genetic algorithms because they can not create new solutions but only combine the existing solutions in different ways.

In arithmetic crossover, two parents are arithmetically combined. The offspring are created somewhere between the parents depending on the random number $\alpha$. The offspring according to arithmetic crossing are (Michalewicz 1994)

\[ \begin{align*}
X_{1,G+1} &= \alpha X_{1,G} + (1-\alpha)X_{2,G} \\
X_{2,G+1} &= \alpha X_{2,G} + (1-\alpha)X_{1,G}
\end{align*} \tag{16} \]

where $\alpha$ is a uniform random number between 0 and 1, $X_{1,G}$ and $X_{2,G}$ are the parents and $X_{1,G+1}$ and $X_{2,G+1}$ are the offspring.

3.3.3 Linear crossover

In linear crossover, two parents produce three offspring. The fittest two of these are chosen to next population. The offspring are created in such a way that they are on a line crossing each of the parents. The offspring are (Herrera et al. 1998)

\[ \begin{align*}
X_{1,G+1} &= \frac{1}{2} X_{1,G} + \frac{1}{2} X_{2,G} \\
X_{2,G+1} &= \frac{3}{2} X_{1,G} - \frac{1}{2} X_{2,G} \\
X_{3,G+1} &= -\frac{1}{2} X_{1,G} + \frac{3}{2} X_{2,G}
\end{align*} \tag{17} \]

3.3.4 Heuristic crossover

Heuristic crossover considers the fitness values of the parents in determining the direction of the crossover. Furthermore, heuristic crossover produces only one offspring at maximum from two parents. The offspring according to heuristic crossover is (Michalewicz 1994)

\[ X_{1,G+1} = \alpha (X_{2,G} - X_{1,G}) + X_{2,G}, \tag{18} \]
Above, the parent $X_{2,G}$ is fitter than $X_{1,G}$ and thus the offspring is created near the fitter parent. If the offspring is beyond the feasible area, a new offspring with different value of $\alpha$ is created. If a feasible offspring is not created after several attempts, no offspring at all is created. (Michalewicz 1994)

### 3.4 Mutation

In mutation, random changes are produced to chromosomes to create new information to the population (Davis 1991). Mutation is also useful in changing duplicate chromosomes existing in the population (Michalewicz 1994). While crossover combines the information in chromosomes and makes the population converge, mutation produces new information and maintains diversity of the population (Deep 2007a). The mutation rate is regulated by the predefined mutation probability which typically is small. For each parameter, a random number is generated and compared to the mutation probability. If the random number is lower than the mutation probability, mutation occurs (Davis 1991).

The most usual mutation operator in genetic algorithms is uniform mutation where the parameter to be mutated is simply replaced by a feasible random value. Uniform mutation is essential in early generations to maintain enough diversity and to guarantee that the search space is adequately covered. Another mutation operator is boundary mutation which can be applied when solving constraint optimization problems and the solution is near the constraints. In boundary mutation, the mutated parameter is replaced by the boundary value of the search space. (Michalewicz 1994)

Among the above presented mutation operators, many others have been proposed. These are not presented here but can be found, for example, in Deep & Thakur (2007b) and Sorsa et al. (2008).

### 3.5 Elitism

In genetic algorithms, the offspring replace the parents in the population. It is possible that the parents are fitter and thus it is possible to lose some good solutions from the population. To guarantee that the very best solutions never disappear from the population, elitism is applied. In elitism, the predefined number of the fittest chromosomes is moved directly to the new population. This may increase the dominance of the fittest chromosomes and thus decrease diversity. On the other hand, the convergence rate is increased. (Davis 1991)
4 DIFFERENTIAL EVOLUTION

Differential evolution was introduced in Storn and Price (1995). The algorithm is simple, easy to use and converges well (Zaharie 2002). Among evolutionary algorithms, it is closest to genetic algorithms. The fundamental difference is the basic principle of the mutation operator. While random changes are produced in genetic algorithms, the differences between chromosomes are utilized when arithmetically combining them in differential evolution (Feoktistov and Janaqi 2004). When compared to genetic algorithms, differential evolution only has a few tuneable parameters. For example, the simplest form of differential evolution has only three parameters: mutation coefficient $F$, crossing coefficient $CR$ and population size $NP$ (Storn and Price 1995).

In differential evolution, simple arithmetic operators are combined to traditional genetic operations (crossover, mutation and selection). Because the size of the step to be taken towards the optimum changes as the algorithm proceeds, the mutation operator must be adaptive. The differences between the chromosomes are a good indicator of an appropriate step size. When the variance among the population members increases or decreases so does the step size in differential evolution. (Bergey and Ragsdale 2005)

The fundamental idea in differential evolution is the technique for creating the trial vector which is obtained by combining a weighted difference vector to a base vector (Storn & Price 1995). The difference vector is obtained as a difference between two chromosomes while the base vector is a selected chromosome. To avoid premature convergence, there must be enough diversity in the population (Zaharie 2002). Figure 4 shows a flow chart of a basic differential evolution.

Because of the coding and the evolutionary operators, differential evolution suits very well for real-valued optimization problems. The algorithm is also quite easily convertible to suit for integer and binary problems. (Feoktistov and Janaqi 2004)

![Figure 4. A Flow chart of a basic differential evolution.](image-url)
### 4.1 Structure and principles

As mentioned above, differential evolution utilizes the differences between the population members. The mutant vector is created by selecting at least three chromosomes from the population. Two of these (at least) are used to create the difference vector which is then multiplied by the mutation coefficient $F$ and then added to the base vector of mutation (the third chromosome). The mutant vector is given by (Price et al. 2005)

$$V_{i,G} = X_{n,G} + F \left( X_{n,G} - X_{n,G} \right).$$  \hspace{1cm} (19)

Above, $V_{i,G}$ is the mutant vector, $X_{n,G}$ is the base vector for mutation and $X_{n,G}$ and $X_{n,G}$ are the random vectors for creating the difference vector. The next step in differential evolution is crossover the mutant and the target ($X_{i,G}$) vectors. Each of the chromosomes acts as a target vector at a time. Through crossover, the trial vector ($U_{i,G}$) is obtained which is then compared to the target vector in the selection step. The selection method is the tournament method with two candidates. In other words, the fitter vector is moved to the new population according to (Price et al. 2005)

$$U_{i,G+1} = \begin{cases} U_{i,G}, \text{if } J(U_{i,G}) \leq J(X_{i,G}) \\ X_{i,G}, \text{otherwise} \end{cases}.$$  \hspace{1cm} (20)

The selection given in (20) guarantees that all the chromosomes in the new population are equal or better compared to the previous population. Thus differential evolution is an elitistic algorithm (Pant et al. 2009).

The overall algorithm can be summarized in the following steps.

1. Create the initial population and evaluate their fitnesses.
2. Apply mutation, crossing and selection. Each chromosome act as a target vector $X_{i,G}$ at a time. For each target vector,
3. Select the base vector for mutation and the vectors needed to calculate the difference vectors,
4. Calculate the mutant vector, $V_{i,G}$,
5. Create the trial vector $U_{i,G}$ through crossing and
6. Select $X_{i,G}$ or $U_{i,G}$ to be moved to the new population.
7. Evaluate the fitness of the population

If the termination criterion is satisfied, terminate, otherwise, go to step 2.

### 4.2 Different variations of differential evolution

Different kinds of variations of differential evolution have been developed. They differ in methods used for crossover and the selection of the base vector for mutation. Also the number of difference vectors may change. Typically, different variations are written as (Feoktistov and Janaqi 2004)
where \( a \) is the method for selecting the base vector for mutation, \( b \) is the number of difference vectors and \( c \) is the method used for crossing. The base vector for mutation is typically selected randomly (\( \text{rand} \)) or the best chromosome of the population (\( \text{best} \)) is used. Also the target vector can be used as the base vector for mutation in some cases (\( \text{current} \)). Among these three options, their combinations can also be used (\( \text{rand-to-best} \), \( \text{current-to-rand} \) and \( \text{current-to-best} \)). The number of difference vectors is typically 1 or 2. Crossover methods are typically either binomial crossing (\( \text{bin} \)) or exponential crossing (\( \text{exp} \)) but also arithmetic crossing can be used (\( \text{arith} \)). (Bergey and Ragsdale 2005)

### 4.3 Initial population

An essential part of any evolutionary search is the generation of the initial population. When it is generated successfully, a good solution is found and the search convergences faster. Thus the computational time required to find the good enough solution is directly proportional to the quality of the initial population. (Rahnamayan et al. 2008)

If there is no prior knowledge about the optimum, it is typical to generate the initial population randomly between the lower and upper bounds defined for each parameter. The initial population is then (Storn et al. 2005)

\[
P_0 = X_{i,0} = x_{i,j,0} = \text{rand}[0,1] (u_j - l_j) + l_j,
\]

where \( X_{i,0} \) is the \( i \):th chromosome of the initial population, \( x_{i,j,0} \) is the \( j \):th parameter of the \( i \):th chromosome and \( l_j \) and \( u_j \) are the lower and upper bounds for the \( j \):th parameter. Rahnamayan et al. (2008) propose the use of the opposite population and they report that about 10 % decrease in convergence time is obtained. In their approach, the random initial population is complemented with an opposite population. The opposite population is given by Rahnamayan et al. (2008)

\[
O_0 = Z_{i,0} = z_{i,j,0} = l_j + u_j - x_{i,j,0},
\]

where \( Z_{i,0} \) is the \( i \):th chromosome of the opposite population and \( z_{i,j,0} \) is the \( j \):th parameter of the \( i \):th chromosome. The original initial population \( P_0 \) and the opposite population \( O_0 \) are then combined and the fittest chromosomes are selected for the actual initial population. The idea of the method is that the random initial population and the opposite population each have a 50 % probability to be closer to the optimum. When the fitnesses of these populations are evaluated before proceeding, it is assumed that the resulting actual initial population is closer to the optimum than the original or the opposite populations. (Rahnamayan et al. 2008)

If there is prior knowledge about the optimum, it is worth using the information. The obvious selection then is to create the initial population in the neighbourhood of the
assumed optimum. The coverage of the initial population should be, however, large enough to guarantee that the optimum does not lie outside the initial population. When the coverage is large enough also enough variance is created for efficient search. (Storn and Price 1997)

The initial population in the neighbourhood of the assumed optimum can be created according to the uniform or Gaussian distributions depending on the accuracy of the assumed optimum. If the optimum is known quite accurately, the use of Gaussian distribution may lead to fast search. However, the premature convergence to a local optimum is also more probable. Overall, the uniformly distributed initial population is favoured because it represents the uncertainty about the exact optimum. (Price et al. 2005)

4.4 Mutation

When applying mutation two things have to be considered: the direction and size of the change. In differential evolution, these depend on the difference vector and especially the vectors used to create the difference vector. Thus increasing the population size or the number of vectors used for building the difference vector leads to more alternative mutation directions. (Feoktistov and Janaqi 2004)

Almost exclusively one or two difference vectors are used. According to Price (1996), two difference vectors make it easier to find an appropriate value for $F$. When one difference vector is used, the mutant vector is obtained with (19) and with two difference vectors, the mutant vector is (Storn and Price 1996)

$$V_{i,0} = X_{i,0} + F (X_{r_1,0} - X_{r_2,0} + X_{r_3,0} - X_{r_4,0}).$$

(24)

The selection of the base vector $X_{r,0}$ for mutation is also essential considering the mutant vector. Thus there exist different approaches for selecting it. (Mezura-Montes et al. 2006) In the following, the most typical methods are presented.

4.4.1 Rand

The base vector for mutation can be selected randomly. Then each chromosome has equal probability to be chosen. The problem with purely random selection is that same chromosomes can be selected multiple times. Thus a better random approach is to use universal stochastic sampling where multiple chromosomes are selected at a same time. A method where each chromosome is selected once is permutation selection where the indices of chromosomes are scrambled and the base vectors selected according to the new order. An even simpler approach is to select a random starting point for the selection. When random mutation is applied, the mutant vector is given by (19). (Price et al. 2005)
4.4.2 Best

The best chromosome \((X_{\text{best},G})\) can be also used as the base vector for mutation. It increases the rate of convergence but may, however, lead to premature convergence (Price 1996). In such a case, the found solution may be poor. Using the best chromosome as a base vector is useful when the global optimum is easy to find (Storn and Price 1995). The mutant vector when the best chromosome is used as the base vector is

\[ V_{i,G} = X_{\text{best},G} + F(X_{r,G} - X_{n,G}). \]  

(25)

4.4.3 Rand-to-best

Rand-to-best mutation is a combination of the previous two methods for selecting the base vector for mutation. The base vector is neither a random nor the best chromosome of the population but a combination of these. The base vector in rand-to-best mutation is given by (Storn 1996)

\[ V_{i,G} = X_{r,G} + \lambda_w \left( X_{\text{best},G} - X_{r,G} \right) + F \left( X_{r,G} - X_{n,G} \right). \]  

(26)

Above, \(\lambda_w\) is a weighting coefficient ranging from 0 to 1 determining how close the base vector is to the best chromosome. With high values of \(\lambda_w\) the mutant vector is close to the best chromosome and with small values the mutant vector is close to the random chromosome. To simplify the method, \(\lambda_w\) may be defined to equal \(F\) (Storn 1996).

4.4.4 Current

If the base vector for mutation and the target vectors are the same, the search becomes isolated. Each chromosome performs its own search without changing genetic material with others. This may be advantageous if it is known that the objective function has multiple global optima. The probability to find as many optimum as possible increases when the chromosomes search for the optimum independently. The mutant vector when current mutation is applied is given by (Price et al. 2005)

\[ V_{i,G} = X_{i,G} + F \left( X_{r,G} - X_{n,G} \right). \]  

(27)

4.4.5 Current-to-best and current-to-rand

In current-to-best and current-to-rand methods, the base vector is somewhere between two chromosomes similarly as already presented with the rand-to-best method. In current-to-best method, the base vector is located between the target and the best chromosomes. The mutant vector is (Zaharie 2009)

\[ V_{i,G} = X_{i,G} + \lambda_w \left( X_{\text{best},G} - X_{i,G} \right) + F \left( X_{r,G} - X_{n,G} \right). \]  

(28)
The base vector is a combination of the target and random chromosomes in current-to-rand mutation. The mutant vector is thus (Zaharie 2009)

\[
V_{i,G} = X_{i,G} + \lambda_u (X_{r_1,G} - X_{i,G}) + F(X_{r_2,G} - X_{r_3,G}).
\] (29)

### 4.4.6 Trigonometric mutation

The mutation operations presented above do not take into account the fitness values of the chromosomes and thus the step direction is random. This may lead to increased computational time. Thus trigonometric mutation has been proposed in Fan and Lampinen (2003). It utilizes three chromosomes selected randomly from the population. These chromosomes form a triangle whose centre point is used as the base vector for mutation. To the base vector, three weighted difference vectors are added according to Fan and Lampinen (2003)

\[
V_{i,G} = \frac{(X_{r_1,G} + X_{r_2,G} + X_{r_3,G})}{3} + (p_2 - p_1)(X_{r_1,G} - X_{r_3,G}) + (p_3 - p_2)(X_{r_2,G} - X_{r_3,G}) + (p_1 - p_3)(X_{r_1,G} - X_{r_2,G}).
\] (30)

Above,

\[
p_1 = \frac{|J(X_{r_1,G})|}{p'}, \quad (31)
\]

\[
p_2 = \frac{|J(X_{r_2,G})|}{p'}, \quad (32)
\]

\[
p_3 = |J(X_{r_3,G})|/p' \quad \text{and}
\]

\[
p' = |J(X_{r_1,G})| + |J(X_{r_2,G})| + |J(X_{r_3,G})|. \quad (33)
\]

Fan and Lampinen (2003) also proposed an algorithm that uses the trigonometric mutation with the probability \( p_{mut} \) and otherwise the traditional rand mutation. According to their results the modified version of differential evolution converged significantly faster than the original algorithm.

### 4.4.7 Degeneration of mutation

When selecting chromosomes for mutation, it is possible to select the same chromosome multiple times. This decreases the efficiency of mutation. The possible schemes for multiple selections are: \( r_2 = r_3, r_2 = r_1 \) or \( r_3 = r_1, r_1 = i \) and \( r_2 = i \) or \( r_3 = i \). (Price et al. 2005)

If \( r_2 = r_3 \), no mutation occurs because the difference vector becomes a zero vector. Hence, the mutant vector is the selected base vector for mutation. If no restrictions exist, this occurs about once in a generation. Thus the probability for \( r_2 = r_3 \) is \( 1/NP \). If \( r_2 = r_1 \) or \( r_3 = r_1 \), mutation becomes arithmetic crossing presented in Section 3.3.2. Both cases occur about once a generation and thus the probability for them is \( 1/NP \). The possible mutant vectors are (Price et al. 2005)
\[ V_{i,g} = X_{i,g} + F(X_{r_1,g} - X_{r_2,g}) \]
\[ r_2 = r_1 \quad \text{and} \]
\[ V_{i,g} = X_{i,g} + F(X_{r_1,g} - X_{r_3,g}) \]
\[ r_3 = r_1. \]

If \( r_1 = i \), the influence of crossing is decreased and only mutation occurs at certain elements of the target vector. That is because the base vector for mutation and the target vector are the same. Thus the deviation between the trial and target vectors depends on the crossing coefficient \( CR \). The last case, where \( r_2 = i \) or \( r_3 = i \), is actually a normal case because two separate vectors are used for generating the difference vector. (Price et al. 2005)

Avoiding the cases given above is rather easy. The condition \( i \neq r_1 \) can be satisfied with a simple loop where the random selection of \( r_1 \) is repeated as many times as needed. Similar loops can also be used to force \( i \neq r_1 \neq r_2 \neq r_3 \). The pseudo code for the loops is given below. (Storn et al. 2005)

```plaintext
do {
    \( r_1 = \text{floor}(\text{rand}_1(0,1) \times \text{NP}) \)
} while (\( r_1 == i \));

\( r_2 = \text{floor}(\text{rand}_1(0,1) \times \text{NP}) \)
\( r_2 \neq r_1 \)
```

4.5 Crossover

After mutation, crossover is applied in differential evolution. In crossover, a trial vector is generated by combining the mutant and the target vectors. The used crossover method and the crossing coefficient \( CR \) both have influence on how close to the mutant vector the trial vector is. The closer the trial vector is to the mutant vector the bigger step size is applied and the algorithm proceeds faster. Typical crossover methods are binomial and exponential crossover but also arithmetic crossing is sometimes used. (Zaharie 2009)

4.5.1 Binomial crossover

In binomial crossover, the elements are selected to the trial vector from the mutant vector with the probability \( CR \) and otherwise they are taken from the target vector. The selection is made independently for each element. Because it is desired that the trial vector is not a duplicate of the target vector, one element is forced to be taken from the mutant vector. The trial vector according to the binomial crossing is (Storn and Price 1997)
\[ u_{i,j,G} = \begin{cases} v_{i,j,G}, & \text{if } \text{randb}(j) \leq CR \text{ or } j = \text{rnbr}(i) \\ x_{i,j,G}, & \text{if } \text{randb}(j) > CR \text{ or } j \neq \text{rnbr}(i). \end{cases} \] (37)

Above, \( \text{randb}(j) \) is a uniformly distributed random number between 0 and 1, \( \text{rnbr}(i) \) is a random integer between 1 and \( D \), where \( D \) is the number of optimized parameters and thus the length of one chromosome. Because one of the elements is forced to be taken from the mutant vector, the probability that a parameter is taken from the mutant vector does not equal \( CR \) (\( p_m \neq CR \)). The probability \( p_m \) depends on the population size. When crossing, the probability \( p_m \) for \( D-1 \) elements is \( CR \) and for the \( \text{rnbr}(i) \);th element it is 1. Thus for one parameter the probability is (Zaharie 2009)

\[ p_m = CR \left( 1 - \frac{1}{D} \right) + \frac{1}{D} = \frac{CR(D-1)+1}{D}. \] (38)

The expected number of parameters taken from the mutant vector is given by (Zaharie 2009)

\[ E(L) = NP \cdot p_m = (NP-1)CR + 1. \] (39)

### 4.5.2 Exponential crossover

Exponential crossover is similar to the one-point- and two-point crossover operators in genetic algorithms presented earlier in Section 3.3.1. \( L \) elements starting from a random point are taken from the mutant vector and the rest of the trial vector is taken from the target vector. Exponential crossover is presented by (Storn and Price 1995)

\[ u_{i,j,G} = \begin{cases} v_{i,j,G}, & \text{if } j = \langle n \rangle_D, \langle n+1 \rangle_D, \ldots, \langle n+L-1 \rangle_D \\ x_{i,j,G}, & \text{otherwise} \end{cases} \] (40)

Above, \( n \) is a random integer between 1 and \( D \) and \( \langle n \rangle_D \) is the remainder of the division \( n/D \). The elements are taken from the mutant vector as long as a generated random number is lower than \( CR \). The pseudo code for defining \( L \) is given below. (Storn and Price 1995)

\begin{verbatim}
L = 0;
do
  L = L + 1;
}while (rand() < CR & L < D);
\end{verbatim}

The probability of taking an element from the mutant vector and also the expectation for the overall number of elements taken from the mutant vector can be calculated. They are given, respectively, by (Zaharie 2009)
\[ p_m = \frac{1 - CR^D}{D(1 - CR)} \quad \text{and} \quad E(L) = \frac{1 - CR^{np}}{(1 - CR)}. \] (41) (42)

Compared to binomial, exponential crossover requires a lot higher \( CR \) to obtain the same expectation \( E(L) \). Practically, only in cases where \( CR \) is close to 1, the majority of the elements in trial vector are taken from the mutant vector. Thus if the problem is such that mutation is critical in finding the optimum, binomial crossing is to be used. With exponential crossing, defining an appropriate \( CR \) is also harder because the correlation between \( CR \) and \( p_m \) is nonlinear while in binomial crossing it is linear. Thus the majority of the applications nowadays uses binomial crossing. (Zaharie 2009)

### 4.5.3 Arithmetic crossover

Two crossing methods presented above took the elements from either the mutant or the target vector. It is also possible to arithmetically combine the information in these two vectors. The trial vector according to arithmetic crossing is (Zaharie 2008)

\[ u_{i,j,G} = (1 - q)x_{i,j,G} + qv_{i,j,G}, \] (43)

where \( q \) is the weighting coefficient regulating the balance between the mutant and the target vectors. Arithmetic crossing is practically the same in differential evolution and genetic algorithms.

### 4.6 Maintaining the population inside the search space

If the population is allowed to drift outside the search space during the differential evolution run, it may take more time to find the optimal solution due to the increasing variance of the population. If needed, this can be avoided by checking that all the parameters are within the search space. If a parameter is outside the search space, a random new value can be taken according to (Rönkkönen et al. 2005)

\[ u_{i,j,G} = \text{rand}[0,1]u_j - l_j + l_j. \] (44)

Also, the value of the parameter can be bounced back to the feasible range. The feasible value is then (Rönkkönen et al. 2005)

\[ u_{i,j,G} = \begin{cases} 2l_j - u_{i,j,G}, & \text{if } u_{i,j,G} < l_j \\ 2u_j - u_{i,j,G}, & \text{if } u_{i,j,G} > u_j \end{cases}. \] (45)
4.7 Selection

In evolutionary algorithms, selection can be applied in two ways. The parents are selected for crossover in genetic algorithms while in differential evolution selection is applied to distinguish which chromosomes are placed into the new population. (Price et al. 2005) Selection in differential evolution is a tournament with two candidates: the trial and the target vectors. The selection for a minimization problem is mathematically presented in (20).

When the selection is made between the target vector and its offspring, losing genetic material is avoided. Also, when only one of the chromosomes including similar genetic material survives, its genetic material does not become dominant in the population very quickly. (Bergey and Ragsdale 2005)

4.8 Selection of the tuning parameters

There are only a few tuning parameters in differential evolution and thus those should be defined carefully. Differential evolution is sensitive especially to the mutation coefficient $F$ and the crossing coefficient $CR$ (Tvrdík 2009). The appropriate values of the parameters depend on the problem. The influence of all three parameters ($F$, $CR$ and $NP$) is similar. Small values increase the rate of convergence but may lead to premature convergence to a local optimum. (Kukkonen and Lampinen 2005)

Some suggestions for the tuning parameters can be found in the literature. Price et al. (2005) suggest that a good initial guess for separable functions are $CR = 0.2$ and $F = 0.5$. However, if the parameters to be solved depend on each other, Price et al. (2005) state that efficient optimization is obtained with $CR = 0.9$ and $F \geq 0.8$. Some guidance for the population size is also found in Price et al. (2005). They suggest that $NP = 5\cdot D\cdot CR$ is an appropriate lower limit but even $NP \geq 10\cdot D$ may be required in complex problems.

To guarantee that the search is efficient and mutation produces big enough step sizes, the variance of the population compared to the state of the search should be high enough. The expectation of the population variance after mutation and crossover is described by (Zaharie 2002)

$$E(\text{Var}(U_{\alpha})) = \left(2F^2\frac{p_m}{NP} - \frac{2p_m}{NP} + \frac{p_m^2}{NP} + 1\right)\text{Var}(X_{\alpha}).$$

(46)

Because selection favours the solutions near the optimum, it decreases the variance of the population. Thus it is desired that mutation and crossover slightly increases the variance. On the other hand, too high variance may decrease the rate of convergence significantly. Thus the parameters for differential evolution are to be defined so that (Zaharie 2002)
\[
c = \sqrt{2F^2 p_m - \frac{2p_m^2 + p_m^2}{NP} + 1}, \tag{47}
\]

where \(1 \leq c \leq 1.5\).
5 APPLIED ALGORITHMS

Different variations of genetic algorithms and differential evolution are used for identifying the fuel cell model presented in Section 2. With genetic algorithms, different coding strategies are studied independently. Also, different crossover methods are used. The number of difference vectors, the selection of the base chromosome for mutation and different crossover operators are studied with differential evolution.

5.1 Used data sets and the objective function

For identifying the model parameters, experimental data is available in Mo et al. (2006). That data is obtained from a 250 W PEM fuel cell with properties given in Table 2. The used data includes four sets of current and voltage measurements. Each set is obtained in different operating conditions and includes 15 data points. The operating conditions are given in Table 3. The data sets are visualized in Figure 5. The same data sets have been earlier used in Mo et al. (2006) and Ohenoja and Leiviskä (2010). Two of the data sets (1 and 2) are used for the model identification while the remaining two sets (3 and 4) are used for model validation as has been earlier done in Mo et al. (2006) and Ohenoja and Leiviskä (2010). The objective function is the sum of the squared error of prediction (SSEP). For one data set, the objective function is given by

\[ J = \sum_{i=1}^{N} (y - \hat{y})^2, \]  

(48)

where \( N \) is the number of data points in the set. The overall objective function is obtained by summing the SSEPs of the training data sets.

| Table 2. The properties of the studied fuel cell. (Mo et al. 2006) |
|-------------------------|-----------------|----------|
| Property                | Symbol | Value   |
| The number of cells     | \( n \)  | 24       |
| Effective area [cm\(^2\)] | \( A \)  | 27       |
| Membrane thickness [\( \mu \)m] | \( l_m \) | 127      |
| Maximum current density [mA/cm\(^2\)] | \( I_{max} \) | 860      |
| Rated power [W]          | \( V_{cell} \) | 250      |
| Relative humidity in anode | \( RH_a \) | 1        |
| Relative humidity in cathode | \( RH_c \) | 1        |

| Table 3. The operating conditions in different data sets. |
|-----------------------------|----------|----------|----------|
|                            | Data set 1 | Data set 2 | Data set 3 | Data set 4 |
| \( p_a \) [bar]            | 3.0       | 1.0       | 2.5       | 1.5        |
| \( p_c \) [bar]            | 5.0       | 1.0       | 3.0       | 1.5        |
| \( T \) [\( ^\circ \)C]    | 80        | 70        | 70        | 70         |
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Figure 5. The used data sets.

5.2 Identified model

The identified parameters are the seven parameters in the PEM fuel cell model described in Section 2. The parameters are the empirical coefficients $\xi_1$, $\xi_2$, $\xi_3$ and $\xi_4$, $b$ and $\lambda$ and the overall resistance $R_c$. The model is simplified by assuming the maximum current density ($I_{\text{max}}$) and the membrane resistance ($R_m$) constant in the operating conditions given in Table 3 even though they are known to depend on the conditions (Mo et al. 2006). Through the assumptions, a small prediction error is introduced. Further simplifications are made by assuming $\xi_2$ constant even though Mann et al. (2000) state that $\xi_2$ should be considered as a function of the electrode effective area and the dissolved hydrogen concentration. The functional form of $\xi_2$ is (Mann et al. 2000)

$$\xi_2 = 0.00286 + 0.0002 \cdot \ln(A) + 4.3 \cdot 10^{-5} \cdot \ln(c_{\text{H}_2\text{O}}).$$

The same assumption is made in Mo et al. (2006) and Ohenoja and Leiviskä (2010). The search space for the parameters is given in Table 4.

**Table 4.** The search space for the parameters. Mo et al. (2006)

<table>
<thead>
<tr>
<th></th>
<th>$\xi_1$</th>
<th>$\xi_2 \cdot 10^{-3}$</th>
<th>$\xi_3 \cdot 10^{-4}$</th>
<th>$\xi_4 \cdot 10^{-5}$</th>
<th>$b$</th>
<th>$\lambda$</th>
<th>$R_c \cdot 10^{-3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lower limit</td>
<td>-1</td>
<td>0</td>
<td>-2</td>
<td>7</td>
<td>0.016</td>
<td>9</td>
<td>0</td>
</tr>
<tr>
<td>Upper limit</td>
<td>0</td>
<td>5</td>
<td>-1</td>
<td>13</td>
<td>0.5</td>
<td>23</td>
<td>1</td>
</tr>
</tbody>
</table>
5.3 Binary coded genetic algorithms

The binary coded genetic algorithms used in this study differ in the used crossover operator. The first genetic approach uses one-point crossover while the second uses uniform crossover. The crossover probability is defined to regulate the reproduction rate. Tournament selection with the number of candidates set to 2 as suggested in Michalewicz (1996) is used. In mutation, each bit is browsed and subjected to a mutation if the random number is smaller than the defined mutation probability. After the new population is generated through crossing and mutation, elitism is applied in order to prevent the very best solution from disappearing from the population. In this study, the worst chromosome of the new population is replaced with the best chromosome of the previous population.

5.4 Real-value coded genetic algorithms

Arithmetic and heuristic crossover methods are used with real-value coded genetic algorithms. The mutation operator is similar to binary coded algorithms but the mutated value is taken randomly from the feasible range of the corresponding parameter. Elitism is applied as described in the previous subsection.

5.5 Differential evolution

Five different DE algorithms are studied in order to gain knowledge about different versions of the algorithm. The studied versions are

- DE/rand/1/bin,
- DE/rand/2/bin,
- DE/best/1/bin,
- DE/rand-to-best/1/bin and
- DE/rand/1/exp.

Two first ones are used to determine if it is favourable to use more than one difference vectors. The effects of different base vectors for mutation are studied with DE/rand/1/bin, DE/best/1/bin and DE/rand-to-best/1/bin. Finally, binomial and exponential crossover operators are compared with DE/rand/1/bin and DE/rand/1/exp.

5.6 Defining appropriate population size

There are multiple parameters regulating the evolution of the population. The population size is one of them and is essential because it should be

- great enough so that the initial population has enough diversity (i.e. the initial population covers the whole search space) and
- as small as possible to decrease the computational load.
In this study, entropy is used as the measure of diversity. The higher the entropy the more diverse the population is. The entropy of a random variable is given by

$$H(X) = -\sum p(x) \log p(x),$$  \hspace{1cm} (50)

where $p(x)$ is the probability mass function of the random variable $X$. The probability mass function satisfies

$$\sum p(x) = 1.$$ \hspace{1cm} (51)

The base of the logarithm in (51) is 10 in this study. For the case that $p(x)$ contains zero probability components, it is defined that

$$0 \log 0 = 0.$$ \hspace{1cm} (52)

The entropy is at its maximum when the random variable is uniformly distributed. Typically and also in this study, the initial population is taken from the uniform distribution. When the initial population is too small it does not follow the uniform distribution leading to lower entropy. However, with increasing population size the initial population follows the uniform distribution better and the entropy is closer to the maximum. In this study, the entropy is calculated for each parameter independently and those entropies are then summed. Figure 6 shows the entropy as the function of the population size. For each population size, 10 different initial populations are created and their entropies are calculated. The average of those is then plotted in Figure 6. With 7 parameters and using the 10 based logarithm, the maximum entropy is 7. Table 5 shows entropies with selected population sizes. From Figure 6 and Table 5, it is clearly seen that the initial steep rise of the entropy reaches a plateau somewhere around the population size of 160 where about 99 % of the maximum entropy is reached. With the population size of 100, almost 98 % of the maximum entropy is reached while almost 96 % is reached with the population size of 50. In this study, it is assumed that reaching 95 % of the maximum entropy is enough and thus the population size of 50 is used with all algorithms.

<table>
<thead>
<tr>
<th>Table 5. Entropies with some population sizes.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population size</td>
</tr>
<tr>
<td>Entropy</td>
</tr>
</tbody>
</table>

### 5.7 The tuning parameters for genetic algorithms

Finding appropriate tuning parameters for the algorithms is sometimes a challenging task. In this study, entropy is used as a measure of diversity when defining the appropriate population size as described in the previous subsection and also as a measure of convergence. To find appropriate tuning parameters, entropy of the last population is used. If that entropy is zero, the population has converged to a single solution. This is not
desired in genetic algorithms because of mutation that constantly generates new possible solutions. Thus having zero entropy for the last population indicates that mutation is not efficient and there is a chance that only a local optimum has been found. Figure 7 shows the entropy of the last population as a function of the mutation probability. Binary coded genetic algorithm with one-point crossover and crossover probability of 0.9 is used. The algorithm is run 10 times with each mutation probability. The figure shows that the population is almost uniformly distributed if the mutation probability is higher than 0.1. With lower mutation probabilities, some convergence is achieved (entropy of the initial population is about 6.7 as shown in Figure 6 and Table 5). Also it is noticed from Figure 7 that mutation probabilities 0.001 and 0.0316 ($10^{-2.5}$) leads to the situation where the population has converged almost to a single solution. Thus it can be said that the appropriate mutation probability is somewhere between 0.01 and 0.1. In this study, it is assumed that the appropriate entropy of the last population is about 1 and thus, in this case, the mutation probability $p_m$ is set to 0.01. The same kind of reasoning is carried out with all the studied genetic algorithms. Table 6 presents the used mutation probabilities for genetic algorithms.

**Table 6.** The used mutation probabilities for genetic algorithms.

<table>
<thead>
<tr>
<th>Coding</th>
<th>Binary</th>
<th>Binary</th>
<th>Real-valued</th>
<th>Real-valued</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>One-point</td>
<td>Uniform</td>
<td>Arithmetic</td>
<td>Heuristic</td>
</tr>
<tr>
<td>$p_c$</td>
<td>0.95</td>
<td>0.85</td>
<td>0.85</td>
<td>0.85</td>
</tr>
<tr>
<td>$p_m$</td>
<td>0.01</td>
<td>0.01</td>
<td>0.0316</td>
<td>0.0316</td>
</tr>
</tbody>
</table>

**Figure 6.** Entropy as the function of the population size.
Before defining the appropriate crossover probability, the mutation probabilities are defined and kept fixed for all the genetic algorithms (Table 6). The crossover probability is defined by studying the best solution found by the algorithm and also the entropy of the last population. The genetic search is repeated 10 times for each studied probability and the mean and standard deviation of the best solutions and entropies are calculated. From Table 7, it can be seen that best solutions are obtained with $p_c = 0.95$ and thus that is chosen as the crossover probability. However, when studying the entropies it is seen that $p_c = 0.95$ leads to entropies higher than 1 and that the deviation of the entropies is quite high. This indicates that the evolution of the population is not very stable but the outcome varies quite a lot. Thus it would be better if 0.9 is selected as the crossover probability. In this case, however, the solutions with $p_c = 0.95$ are so much better that it is chosen. When defining crossover probabilities for other genetic algorithms the same kind of reasoning as described above is carried out. Table 6 presents the used crossover probabilities. It should be noticed that with other genetic algorithms the mean and standard deviation of both the best solutions and entropies indicated that the selected probabilities are better than the others.

Table 7. The means and standard deviations of the best solution and entropy of the last population with the genetic algorithm using binary coding and one-point crossover.

<table>
<thead>
<tr>
<th>$p_c$</th>
<th>Best solution</th>
<th>Entropy</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th>Mean</th>
<th>St. dev.</th>
<th>Mean</th>
<th>St. dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.75</td>
<td>6.30</td>
<td>0.95</td>
<td>0.94</td>
<td>0.33</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.80</td>
<td>5.99</td>
<td>0.71</td>
<td>1.21</td>
<td>0.28</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.85</td>
<td>5.91</td>
<td>0.76</td>
<td>1.24</td>
<td>0.28</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.90</td>
<td>5.96</td>
<td>0.90</td>
<td>0.95</td>
<td>0.18</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.95</td>
<td>5.65</td>
<td>0.42</td>
<td>1.40</td>
<td>0.47</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
5.8 The tuning parameters for differential evolution

The tuning parameters for differential evolution are the mutation and crossover coefficients $F$ and $CR$, respectively. The coefficients should be such that population diversity compared to the state of the optimization is appropriate. As mentioned in Section 4.8, population variance allows mutation to produce big enough step sizes for convergence but too high variance may decrease the convergence rate. In this study, appropriate tuning parameters are defined by utilizing (47) which gives the limits for $F$ and $CR$ so that the appropriate variance remains in the population. The tuning parameters are defined through the following steps.

1. Select the levels for $CR$ and $c$ to be tested.
2. Select values for $CR$ and $c$ systematically.
3. Calculate the mutation probability $p_m$ with (38) or (41) depending on the crossover operator.
4. Use (47) to solve $F$ for each pair of $CR$ and $c$.
5. Evaluate results.

It is obvious that experimental designs can be utilized in step 2 of the procedure. Using experimental designs also decreases the number of runs needed for finding the appropriate tuning parameters and also helps in evaluating results. Even though experimental designs can be useful, they are not used in this study. The studied values for $CR$ are $[0.1 \ 0.2 \ 0.3 \ 0.4 \ 0.5 \ 0.6 \ 0.7 \ 0.8 \ 0.9]$ and for $c$ they are $[1.1 \ 1.25 \ 1.4]$. For each pair of $CR$ and $c$, the optimization is repeated 10 times. Thus the procedure used in this study requires 270 optimizations for each of the used types of the DE algorithm. Figure 8 shows the results obtained with DE/rand/1/bin. The figure shows that the best results are obtained when $CR = 0.9$ and $c = 1.1$. Thus $CR = 0.9$ is used and $F$ is calculated from (47) with $c = 1.1$. It should be noticed, however, that Figure 8 indicates that even higher CR values and lower c values should be tested. In this study, this is not done but the tuning coefficients are selected as given in Table 8. Table 8 also shows the studied DE algorithms and their performance indices with the tuning coefficients defined as described above.

| Table 8. The tuning coefficients of the studied DE algorithms. |
|---------------------------------|-----|-----|-----|-----|-----|
| DE/rand/1/bin                   | 1.1 | 0.35| 0.9 | 5.14| 0.04| 5.09|
| DE/rand/2/bin                   | 1.1 | 0.35| 0.9 | 5.18| 0.04| 5.11|
| DE/best/1/bin                   | 1.1 | 0.39| 0.7 | 5.10| 0.05| 5.07|
| DE/rand-to-best/1/bin           | 1.25| 0.56| 0.9 | 5.08| 0.03| 5.07|
| DE/rand/1/exp                   | 1.1 | 0.35| 0.9 | 5.14| 0.05| 5.08|
Figure 8. The average objective function values as a function of $CR$ when using DE/rand/1/bin.
6 RESULTS AND DISCUSSION

The optimizations are repeated 500 times for each studied version of the algorithms. From the repetitions, statistical information about the performance of the algorithms is obtained. Thus the histograms of the best solutions are plotted and studied. Statistical values are calculated for the best parameter values to gain information about the convergence and the significance of the parameters. Among the evaluation of the best parameter values, the corresponding model accuracy is studied. Thus the average, standard deviation and minimum of the objective function values are calculated. The accuracy of the best models is evaluated through the objective function given in (48). The value of the objective function is calculated for all the data sets given in Figure 5. Especially the sets dedicated for validation are examined carefully. Among the SSEP value, the average and standard deviation of the prediction error are calculated.

6.1 Genetic algorithms

The statistical values of the best models in 500 repetitions of the genetic algorithms are given in Table 9. It can be noticed that the algorithm utilizing real-valued coding and arithmetic crossover gives the worst results. The minimum SSEP value is reasonable but the repeatability of the algorithm is poor as can be seen from the high average and standard deviation. About the rest of the genetic algorithm versions, binary coded with uniform crossover and real-value coded with heuristic crossover give the best and almost equal results. The minimum SSEP is obtained with the latter one while the prior one seems to perform better on average. The significance of the parameters can be evaluated from Table 10 which shows the entropies of the parameters in 500 repetitions. Entropy is calculated with (50)-(52) as described in subsection 5.6. Table 10 shows that the best solutions are spread widely to the search space despite the parameter b which has almost zero entropy and thus its values are almost the same despite the optimization run and the algorithm. This indicates that the search space includes a lot of local optima which are very close to the global optimum and leads to an almost equal prediction accuracy. Tables 11 and 12 present the best parameter values of the genetic algorithms using binary coding with uniform crossover and real-valued coding with heuristic crossover. It can be seen that only $\xi_3$, $b$ and $\lambda$ have almost equal values but others vary greatly. This also indicates that two different optima are found but that the objective function value of these optima are very close to each other as can be seen from Table 9. The difference can be seen from Table 13 where the prediction accuracy of the best models is studied in more detail. From the table, it can be seen that the solution found by the binary coded genetic algorithm with uniform crossover follows data set 2 more closely than the solution found by the real-valued genetic algorithm with heuristic crossover. As a consequence of this, the latter model works better for the validation data sets (data sets 3 and 4) and thus is considered better.

The results obtained with the genetic algorithms show that with different versions of the algorithms similar results can be obtained. In this case, the objective function includes a lot of local optima and thus finding the global optimum is hard which can be seen from
Tables 10-12. The real-value coded algorithm using heuristic crossover found the best solution in this study especially when the prediction accuracy for the validation data sets are emphasized. The real-coded algorithm is also computationally less expensive than the binary coded algorithm and thus should be favoured in this case (Chang 2007). The best solutions found by the algorithms are influenced by the initial population and thus using bigger population size could have led to more consistent results. Based on Figure 6, it would have been justified to use the population size of 100 or even a bit bigger. However, high entropy was obtained already with the population size of 50 and thus it was used. The limited population size also leads to the situation where the efficiency of the used operators has more influence on the results and thus makes the comparison of the algorithms more reasonable.

Table 9. Statistical values of the SSEPs in 500 repetitions of the GAs.

<table>
<thead>
<tr>
<th>Coding</th>
<th>Crossover</th>
<th>Minimum</th>
<th>Average</th>
<th>St. dev</th>
</tr>
</thead>
<tbody>
<tr>
<td>binary</td>
<td>one-point</td>
<td>5.093</td>
<td>6.022</td>
<td>1.041</td>
</tr>
<tr>
<td>binary</td>
<td>uniform</td>
<td>5.084</td>
<td>5.806</td>
<td>0.659</td>
</tr>
<tr>
<td>real-valued</td>
<td>arithmetic</td>
<td>5.276</td>
<td>11.656</td>
<td>7.515</td>
</tr>
<tr>
<td>real-valued</td>
<td>heuristic</td>
<td>5.074</td>
<td>5.832</td>
<td>0.830</td>
</tr>
</tbody>
</table>

Table 10. Entropies of the best parameter values in 500 repetitions.

<table>
<thead>
<tr>
<th>Coding</th>
<th>Crossover</th>
<th>$\xi_1$</th>
<th>$\xi_2$</th>
<th>$\xi_3$</th>
<th>$\xi_4$</th>
<th>$b$</th>
<th>$\lambda$</th>
<th>$R_c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>binary</td>
<td>one-point</td>
<td>0.95</td>
<td>0.73</td>
<td>0.56</td>
<td>0.93</td>
<td>0.01</td>
<td>0.91</td>
<td>0.88</td>
</tr>
<tr>
<td>binary</td>
<td>uniform</td>
<td>0.95</td>
<td>0.73</td>
<td>0.53</td>
<td>0.92</td>
<td>0.00</td>
<td>0.90</td>
<td>0.92</td>
</tr>
<tr>
<td>real-valued</td>
<td>arithmetic</td>
<td>0.86</td>
<td>0.66</td>
<td>0.71</td>
<td>0.86</td>
<td>0.10</td>
<td>0.74</td>
<td>0.78</td>
</tr>
<tr>
<td>real-valued</td>
<td>heuristic</td>
<td>0.91</td>
<td>0.77</td>
<td>0.56</td>
<td>0.93</td>
<td>0.00</td>
<td>0.92</td>
<td>0.82</td>
</tr>
</tbody>
</table>

Table 11. The results with the binary coded GA with uniform crossover.

<table>
<thead>
<tr>
<th>$\xi_i$</th>
<th>$\xi_2$ [10^-3]</th>
<th>$\xi_3$ [10^-4]</th>
<th>$\xi_4$ [10^-5]</th>
<th>$b$</th>
<th>$\lambda$</th>
<th>$R_c$ [10^-3]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best</td>
<td>-0.051</td>
<td>1.002</td>
<td>-1.174</td>
<td>11.481</td>
<td>0.033</td>
<td>11.915</td>
</tr>
<tr>
<td>Mean</td>
<td>-0.519</td>
<td>2.112</td>
<td>-1.226</td>
<td>9.922</td>
<td>0.038</td>
<td>15.814</td>
</tr>
<tr>
<td>Mode</td>
<td>-0.495</td>
<td>1.999</td>
<td>-1.257</td>
<td>10.197</td>
<td>0.046</td>
<td>16.062</td>
</tr>
</tbody>
</table>

Table 12. The results with the real-value coded GA with heuristic crossover.

<table>
<thead>
<tr>
<th>$\xi_i$</th>
<th>$\xi_2$ [10^-3]</th>
<th>$\xi_3$ [10^-4]</th>
<th>$\xi_4$ [10^-5]</th>
<th>$b$</th>
<th>$\lambda$</th>
<th>$R_c$ [10^-3]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best</td>
<td>-0.858</td>
<td>2.746</td>
<td>-1.176</td>
<td>7.659</td>
<td>0.033</td>
<td>12.055</td>
</tr>
<tr>
<td>Mean</td>
<td>-0.466</td>
<td>1.900</td>
<td>-1.183</td>
<td>9.531</td>
<td>0.035</td>
<td>14.540</td>
</tr>
<tr>
<td>Mode</td>
<td>-1.000</td>
<td>0.209</td>
<td>-1.613</td>
<td>7.000</td>
<td>0.016</td>
<td>9.000</td>
</tr>
</tbody>
</table>

Table 13. Prediction accuracy of the best models using the binary coded GA with uniform crossover and the real-value coded GA with heuristic crossover (binary with 1-point / real-valued with heuristic).

<table>
<thead>
<tr>
<th>Data set 1</th>
<th>Data set 2</th>
<th>Data set 3</th>
<th>Data set 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error mean</td>
<td>-0.01 / 0.00</td>
<td>0.02 / -0.00</td>
<td>-0.25 / 0.15</td>
</tr>
<tr>
<td>Error st. dev.</td>
<td>0.39 / 0.38</td>
<td>0.46 / 0.47</td>
<td>0.25 / 0.24</td>
</tr>
<tr>
<td>SSEP</td>
<td>2.15 / 2.03</td>
<td>2.93 / 3.04</td>
<td>1.87 / 1.15</td>
</tr>
</tbody>
</table>
6.2 Differential evolution

The results with DE algorithms are given in Table 14. It can be noticed that no big differences exist. However, in the following the results are studied in more detail to gain knowledge about the used operators and their significance.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>minimum</th>
<th>average</th>
<th>st. dev</th>
</tr>
</thead>
<tbody>
<tr>
<td>DE/rand/1/bin</td>
<td>5.070</td>
<td>5.152</td>
<td>0.075</td>
</tr>
<tr>
<td>DE/rand/2/bin</td>
<td>5.076</td>
<td>5.165</td>
<td>0.044</td>
</tr>
<tr>
<td>DE/best/1/bin</td>
<td>5.066</td>
<td>5.117</td>
<td>0.070</td>
</tr>
<tr>
<td>DE/rand-to-best/1/bin</td>
<td>5.066</td>
<td>5.080</td>
<td>0.033</td>
</tr>
<tr>
<td>DE/rand/1/exp</td>
<td>5.069</td>
<td>5.146</td>
<td>0.064</td>
</tr>
</tbody>
</table>

6.2.1 Influence of the number of difference vectors

The effect of the number of difference vectors can be noticed when comparing DE/rand/1/bin and DE/rand/2/bin algorithms. The best solutions found by both DE versions are presented in Table 15. It can be noticed again that even though the solutions are almost equal the parameter vectors differ. The entropies of the parameters in 500 repetitions of the algorithms are presented in Table 16 showing that only parameters $\xi_3$ and especially $b$ has low entropy. Low entropy indicates that the parameter value remains almost the same in all repetitions. Also $\lambda$ has a little bit lower entropy than the rest of the parameters. Above mentioned three parameters also have almost the same values in the best solutions with DE/rand/1/bin and DE/rand/2/bin as seen from Table 15. Table 17 presents the prediction accuracy of the best models. It is seen that, DE/rand/1/bin has lower SSEP for data set 1 while DE/rand/2/bin has the lower SSEP for the rest of the data sets. Thus DE/rand/2/bin has performed better in this case. From the results, it can be concluded that no significant improvement has been achieved by using 2 difference vectors instead of 1. It seems, however, then the convergence rate is a bit higher with 2 difference vectors.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>$\xi_1$</th>
<th>$\xi_2$ [\cdot10^{-3}]</th>
<th>$\xi_3$ [\cdot10^{-4}]</th>
<th>$\xi_4$ [\cdot10^{-5}]</th>
<th>$b$</th>
<th>$\lambda$</th>
<th>$R_c$ [\cdot10^{-3}]</th>
</tr>
</thead>
<tbody>
<tr>
<td>DE/rand/1/bin</td>
<td>-0.117</td>
<td>1.108</td>
<td>-1.148</td>
<td>10.936</td>
<td>0.033</td>
<td>11.858</td>
<td>0.002</td>
</tr>
<tr>
<td>DE/rand/2/bin</td>
<td>-0.419</td>
<td>1.781</td>
<td>-1.159</td>
<td>9.621</td>
<td>0.034</td>
<td>12.113</td>
<td>0.020</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>$\xi_1$</th>
<th>$\xi_2$</th>
<th>$\xi_3$</th>
<th>$\xi_4$</th>
<th>$B$</th>
<th>$\lambda$</th>
<th>$R_c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DE/rand/1/bin</td>
<td>0.93</td>
<td>0.63</td>
<td>0.16</td>
<td>0.84</td>
<td>0</td>
<td>0.51</td>
<td>0.78</td>
</tr>
<tr>
<td>DE/rand/2/bin</td>
<td>0.92</td>
<td>0.61</td>
<td>0.20</td>
<td>0.82</td>
<td>0</td>
<td>0.42</td>
<td>0.79</td>
</tr>
</tbody>
</table>
Table 17. Prediction accuracy of the best models using DE/rand/1/bin and DE/rand/2/bin (DE/rand/1/bin / DE/rand/2/bin).

<table>
<thead>
<tr>
<th></th>
<th>Data set 1</th>
<th>Data set 2</th>
<th>Data set 3</th>
<th>Data set 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error mean</td>
<td>0.00 / -0.01</td>
<td>-0.01 / -0.02</td>
<td>-0.22 / -0.08</td>
<td>-0.11 / -0.06</td>
</tr>
<tr>
<td>Error st. dev.</td>
<td>0.39 / 0.40</td>
<td>0.46 / 0.45</td>
<td>0.25 / 0.26</td>
<td>0.31 / 0.30</td>
</tr>
<tr>
<td>SSEP</td>
<td>2.10 / 2.19</td>
<td>2.97 / 2.89</td>
<td>1.66 / 1.04</td>
<td>1.51 / 1.31</td>
</tr>
</tbody>
</table>

6.2.2 Influence of the base vector for mutation

The influence of the base vector for mutation is evaluated by comparing DE/rand/1/bin, DE/best/1/bin and DE/rand-to-best/1/bin algorithms. Table 14 shows no differences with minimum SSEPs but indicates that DE/rand-to-best/1/bin performs best on average. The best parameter values and the entropies of the parameters with these algorithms are given in Table 18 and 19, respectively. Table 18 shows that the best solutions from the two latter algorithms are almost the same while DE/rand/1/bin gives a clearly different best solution. The entropies given in Table 19 show that with DE/rand-to-best/1/bin parameters $\xi_3$, $b$, $\lambda$ and $R_c$ have almost the same values in all 500 repetitions. The prediction accuracies of the best models in Table 20 also show that DE/rand-to-best/1/bin gives the best results for the validation data sets. These results indicate that it is advantageous to use rand-to-best strategy for selecting the base vector for mutation.

Table 18. The best parameter values found by DE/rand/1/bin and DE/rand/2/bin.

<table>
<thead>
<tr>
<th></th>
<th>$\xi_1$</th>
<th>$\xi_2$ [-10^3]</th>
<th>$\xi_3$ [-10^4]</th>
<th>$\xi_4$ [-10^5]</th>
<th>$\lambda$</th>
<th>$R_c$ [-10^3]</th>
</tr>
</thead>
<tbody>
<tr>
<td>DE/rand/1/bin</td>
<td>-0.117</td>
<td>1.108</td>
<td>-1.148</td>
<td>10.936</td>
<td>0.033</td>
<td>11.858</td>
</tr>
<tr>
<td>DE/best/1/bin</td>
<td>-0.765</td>
<td>2.542</td>
<td>-1.157</td>
<td>8.076</td>
<td>0.033</td>
<td>11.887</td>
</tr>
<tr>
<td>DE/rand-to-best/1/bin</td>
<td>-0.700</td>
<td>2.400</td>
<td>-1.158</td>
<td>8.367</td>
<td>0.033</td>
<td>11.891</td>
</tr>
</tbody>
</table>

Table 19. The entropies of the parameters in 500 repetitions with DE/rand/1/bin and DE/rand/2/bin.

<table>
<thead>
<tr>
<th></th>
<th>$\xi_1$</th>
<th>$\xi_2$</th>
<th>$\xi_3$</th>
<th>$\xi_4$</th>
<th>$B$</th>
<th>$\lambda$</th>
<th>$R_c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DE/rand/1/bin</td>
<td>0.93</td>
<td>0.63</td>
<td>0.16</td>
<td>0.87</td>
<td>0</td>
<td>0.51</td>
<td>0.78</td>
</tr>
<tr>
<td>DE/best/1/bin</td>
<td>0.95</td>
<td>0.68</td>
<td>0.06</td>
<td>0.89</td>
<td>0.46</td>
<td>0.66</td>
<td></td>
</tr>
<tr>
<td>DE/rand-to-best/1/bin</td>
<td>0.95</td>
<td>0.68</td>
<td>0.01</td>
<td>0.86</td>
<td>0</td>
<td>0.27</td>
<td>0.29</td>
</tr>
</tbody>
</table>

Table 20. Prediction accuracy of the best models using DE/rand/1/bin, DE/best/1/bin and DE/rand-to-best/1/bin (DE/rand/1/bin / DE/rand/2/bin / DE/rand-to-best/1/bin).

<table>
<thead>
<tr>
<th></th>
<th>Data set 1</th>
<th>Data set 2</th>
<th>Data set 3</th>
<th>Data set 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error mean</td>
<td>0.00 / 0.00 / 0.00</td>
<td>-0.01 / 0.00 / 0.00</td>
<td>-0.22 / 0.10 / 0.07</td>
<td>-0.11 / 0.02 / 0.01</td>
</tr>
<tr>
<td>Error st. dev.</td>
<td>0.39 / 0.39 / 0.39</td>
<td>0.46 / 0.45 / 0.46</td>
<td>0.25 / 0.26 / 0.26</td>
<td>0.31 / 0.30 / 0.30</td>
</tr>
<tr>
<td>SSEP</td>
<td>2.10 / 2.17 / 2.16</td>
<td>2.97 / 2.90 / 2.91</td>
<td>1.66 / 1.10 / 1.00</td>
<td>1.51 / 1.27 / 1.27</td>
</tr>
</tbody>
</table>
### 6.2.3 Influence of the crossover operator

The influence of the crossover operator can be evaluated by studying DE/rand/1/bin and DE/rand/1/exp algorithms. Tables 21 and 22 give the information about the performance of the algorithms and Table 23 shows the prediction accuracy of the best models. The best solutions given in Table 21 are in this case somewhat similar except the parameter $\xi_1$. This is probably just a coincident because earlier results and Table 22 indicate that only parameters $\xi_3$, $b$ and $\lambda$ remain almost the same throughout the 500 repetitions. The prediction accuracy with the validation data sets with DE/rand/1/exp is better than with DE/rand/1/bin.

**Table 21.** The best parameter values found by DE/rand/1/bin and DE/rand/1/exp.

<table>
<thead>
<tr>
<th></th>
<th>$\xi_1$</th>
<th>$\xi_2$ $\cdot 10^{-3}$</th>
<th>$\xi_3$ $\cdot 10^{-4}$</th>
<th>$\xi_4$ $\cdot 10^{-5}$</th>
<th>$B$</th>
<th>$\lambda$</th>
<th>$R_c$ $\cdot 10^{-3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DE/rand/1/bin</td>
<td>-0.117</td>
<td>1.108</td>
<td>-1.148</td>
<td>10.936</td>
<td>0.033</td>
<td>11.858</td>
<td>0.002</td>
</tr>
<tr>
<td>DE/rand/1/exp</td>
<td>-0.191</td>
<td>1.277</td>
<td>-1.146</td>
<td>10.631</td>
<td>0.033</td>
<td>11.858</td>
<td>0.002</td>
</tr>
</tbody>
</table>

**Table 22.** The entropies of the parameters in 500 repetitions with DE/rand/1/bin and DE/rand/1/exp.

<table>
<thead>
<tr>
<th></th>
<th>$\xi_1$</th>
<th>$\xi_2$</th>
<th>$\xi_3$</th>
<th>$\xi_4$</th>
<th>$B$</th>
<th>$\lambda$</th>
<th>$R_c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DE/rand/1/bin</td>
<td>0.93</td>
<td>0.63</td>
<td>0.16</td>
<td>0.84</td>
<td>0</td>
<td>0.51</td>
<td>0.78</td>
</tr>
<tr>
<td>DE/rand/1/exp</td>
<td>0.92</td>
<td>0.61</td>
<td>0.16</td>
<td>0.81</td>
<td>0.00</td>
<td>0.51</td>
<td>0.75</td>
</tr>
</tbody>
</table>

**Table 23.** Prediction accuracy of the best models using DE/rand/1/bin and DE/rand/1/exp (DE/rand/1/bin / DE/rand/1/exp).

<table>
<thead>
<tr>
<th></th>
<th>Data set 1</th>
<th>Data set 2</th>
<th>Data set 3</th>
<th>Data set 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error mean</td>
<td>0.00 / 0.00</td>
<td>0.01 / 0.01</td>
<td>-0.22 / -0.19</td>
<td>-0.11 / -0.10</td>
</tr>
<tr>
<td>Error st. dev.</td>
<td>0.39 / 0.40</td>
<td>0.46 / 0.45</td>
<td>0.25 / 0.27</td>
<td>0.31 / 0.30</td>
</tr>
<tr>
<td>SSEP</td>
<td>2.10 / 2.24</td>
<td>2.97 / 2.83</td>
<td>1.66 / 1.52</td>
<td>1.51 / 1.39</td>
</tr>
</tbody>
</table>

### 6.2.4 Comparison of the DE algorithms

In Table 24, the information already given in Tables 15-23 is collected and refined. Table 24 shows the SSEP values for the training and validation data sets and the overall entropy. From the table, it is seen that all the algorithms are able to reach almost equal value for the training data SSEP. When the SSEP of the validation data set is investigated, it is seen that DE/rand-to-best/1/bin gives the best results. Also the overall entropy shows that the solutions found by DE/rand-to-best/1/bin are close to each other throughout the 500 repetitions. Thus it seems that DE/rand-to-best/1/bin is the most suitable algorithm for the studied problem.

**Table 24.** The performance of the algorithms.

<table>
<thead>
<tr>
<th></th>
<th>rand/1/bin</th>
<th>rand/2/bin</th>
<th>best/1/bin</th>
<th>rand-to-best/1/bin</th>
<th>rand/1/exp</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSEP train</td>
<td>5.07</td>
<td>5.08</td>
<td>5.07</td>
<td>5.07</td>
<td>5.07</td>
</tr>
<tr>
<td>SSEP valid</td>
<td>3.18</td>
<td>2.35</td>
<td>2.37</td>
<td>2.27</td>
<td>2.91</td>
</tr>
<tr>
<td>Entropy</td>
<td>3.85</td>
<td>3.76</td>
<td>3.69</td>
<td>3.06</td>
<td>3.76</td>
</tr>
</tbody>
</table>
6.3 Comparison of genetic algorithms and differential evolution

The comparison between genetic algorithms and differential evolution is carried out by comparing the real-coded GA with heuristic crossover and DE/rand-to-best/1/bin algorithms. The comparison is presented in Table 25 and shows that both algorithms reach the same value for the training data set but that the DE algorithm finds better solutions considering the validation data set. Also the solutions found by the DE algorithm are more consistent which can be noticed from the lower overall entropy.

Overall, all the DE algorithms have lower entropy values. This is probably due to the elitistic nature of the differential evolution which prevents the poorer chromosomes to be placed into the new population. Thus, it is believed that the DE algorithms converge to the optimum more efficiently than the GAs. In this case, this leads to better results but generally there is also a greater risk of premature convergence to a local optimum if the tuning parameters of the DE algorithm are poorly defined.

Table 25. The performance of the real-valued GA with heuristic crossover and DE/rand-to-best/1/bin.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>SSEP train</th>
<th>SSEP valid</th>
<th>Entropy</th>
</tr>
</thead>
<tbody>
<tr>
<td>GA with heuristic cr.</td>
<td>5.07</td>
<td>2.48</td>
<td>4.92</td>
</tr>
<tr>
<td>DE/rand-to-best/1/bin</td>
<td>5.07</td>
<td>2.27</td>
<td>3.06</td>
</tr>
</tbody>
</table>
7 CONCLUSIONS

In this report, evolutionary algorithms (genetic algorithms and differential evolution) were studied and used for identifying the parameters of a fuel cell model. The fuel cell model was nonlinear having 7 parameters. Different versions of the above mentioned algorithms were used and compared. From genetic algorithms, binary coded algorithms using one-point and uniform crossover operators and real coded algorithms using arithmetic and heuristic crossover operators were used. Used differential evolution algorithms varied in the number of difference vectors, the selection of the base vector for mutation and the crossover operator. The studied DE algorithms were DE/rand/1/bin, DE/rand/2/bin, DE/best/1/bin, DE/rand-to-best/1/bin and DE/rand/1/exp.

The tuning parameters of the genetic algorithms were defined by investigating the entropy of the initial and final populations. An appropriate population size was defined based on the plot of the entropy of the initial population as a function of the population size. The mutation probability was then defined by systematically testing different probabilities (the crossover probability was set constant) and then investigating the entropy of the last population. The final tuning parameter, the crossover probability, was then defined through systematic testing.

The tuning parameters of the differential evolution algorithms were defined by using (47) that links the mutation and crossover coefficients ($F$ and $CR$ respectively) together. The tested values were set for $c$ and $CR$ while $F$ was calculated from (47). The appropriate parameters were then selected based on the performance of the algorithms.

The results from the studies showed that the proposed procedures for defining the tuning parameters worked well. Also the results showed that both evolutionary algorithms were able to find a good solution for the problem. However, a closer comparison revealed that differential evolution performed better.
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